
Thermodynamics of magnetic response

This article has been downloaded from IOPscience. Please scroll down to see the full text article.

1996 J. Phys. A: Math. Gen. 29 1411

(http://iopscience.iop.org/0305-4470/29/7/013)

Download details:

IP Address: 171.66.16.71

The article was downloaded on 02/06/2010 at 04:10

Please note that terms and conditions apply.

View the table of contents for this issue, or go to the journal homepage for more

Home Search Collections Journals About Contact us My IOPscience

http://iopscience.iop.org/page/terms
http://iopscience.iop.org/0305-4470/29/7
http://iopscience.iop.org/0305-4470
http://iopscience.iop.org/
http://iopscience.iop.org/search
http://iopscience.iop.org/collections
http://iopscience.iop.org/journals
http://iopscience.iop.org/page/aboutioppublishing
http://iopscience.iop.org/contact
http://iopscience.iop.org/myiopscience


J. Phys. A: Math. Gen.29 (1996) 1411–1419. Printed in the UK

Thermodynamics of magnetic response

A M Stewart†
Department of Applied Mathematics, Research School of Physical Sciences and Engineering,
The Australian National University, Canberra ACT 0200, Australia

Received 19 May 1995

Abstract. The thermodynamic behaviour of a magnetic system coupled to external fields is
studied in a situation in which the paramagnetic and diamagnetic terms are treated on an equal
footing. It is shown by explicit calculation that the linear response functions satisfy certain
inequalities and in particular that the paramagnetic and diamagnetic response functions satisfy
separateinequalities. The magnetic moment is found to be gauge invariant only if both the
paramagnetic and diamagnetic terms are included.

1. Introduction

If the Hamiltonian of a system in thermodynamic equilibrium contains terms involving
externally applied fields, for example electric or magnetic fields, the properties of the system
will change when these fields are varied. Thermodynamic quantities like the free energy will
change as will statistical averages of quantum mechanical operators such as those for the
magnetic and electric moments. Changes of the statistical averages that are proportional to
the fields are described by susceptibilities; the changes of the thermodynamic properties are
quadratic in the fields. Since the discovery of equation (1) [1], which enables the derivatives
of statistical averages of systems in thermodynamic equilibrium to be expressed exactly,
the description of systems in which the coupling to the external fields in the Hamiltonian
is linear, such as spin paramagnetism [2], has become well established [3, 4].

However, within the context of linear response theory, less attention appears to have
been paid to situations in which the coupling is nonlinear, such as with magnetic systems
in which the magnetic field couples to the orbital moment so that the Hamiltonian contains
terms involving(p − eA)2, wherep is the canonical momentum of a particle andA is the
electromagnetic vector potential. The terms linear inA in the expansion of the square give
rise to orbital paramagnetism and those quadratic inA to diamagnetism. In many treatments
it is assumed that the diamagnetic terms are negligible in comparison with the paramagnetic
[4], which often occurs in practice. However, in cases when it does not it is instructive to
construct the formalism for the situation in which they are both taken into account. This
is done in this paper and it is found that the magnetic moment is gauge invariant only if
both the paramagnetic and diamagnetic parts are included and that the paramagnetic and
diamagnetic response functions satisfy separate inequalities required by thermodynamics.
Some applications of the inequalities are discussed.
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2. Derivatives of the free energy

We start with the mathematical identity [1]

∂

∂λ
e−βH = −e−βH

∫ β

0
exH ∂H

∂λ
e−xH dx (1)

whereH(λ, µ) is an operator that is a function of the parametersλ and µ, which arec

numbers (i.e. not operators themselves), but not a function ofβ. H does not, in general,
commute with its derivatives with respect to these parameters; if it does the right-hand side
of equation (1) is simply−β exp(−βH)∂H/∂λ. The validity of equation (1) is verified by
noting that if the sides of it are denoted asQ(β) then they both satisfy the same equation
∂Q/∂β = −∂/∂λ{H exp(−βH)} with Q(0) = 0. Applications of this identity in quantum
and statistical mechanics have been discussed by Wilcox [3].

We take the trace of (1). The operators on the right-hand side cycle under the
trace to eliminate the exponents containingx and the integral is evaluated trivially to
give ∂Z/∂λ = −βZ〈∂H/∂λ〉T , where the partition function isZ = Tr{exp(−βH)}, and
the symbol〈O〉T for any operatorO indicates the ensemble average Tr{exp(−βH)O}/Z
with β = 1/kT where T is the temperature. The Helmholtz free energy is given by
F = −kT logZ and so

∂F

∂λ
=

〈
∂H
∂λ

〉
T

. (2)

The next step is to differentiate equation (2) with respect to another parameterµ. This
second derivative has three terms. The first comes from the derivative of the operator
itself and is simply〈∂2H/∂µ∂λ〉T . The second comes from the derivative ofZ in the
denominator of the ensemble average and is−∂Z/∂µZ−1〈∂H/∂λ〉T . The third term
comes from differentiating the exp(−βH) in the ensemble average with respect toµ using
equation (1); this gives

−
∫ β

0
dy

〈
eyH ∂H

∂µ
e−yH ∂H

∂λ

〉
T

.

Collecting the three terms together we obtain the second derivative of the free energy:

∂2F

∂µ∂λ
=

〈
∂2H
∂µ∂λ

〉
T

−
∫ β

0
dy

〈
eyHδ

∂H
∂µ

e−yHδ
∂H
∂λ

〉
T

(3)

whereδO = O−〈O〉T , the fluctuation of the operator from its ensemble average value. For
magnetostatic systems the first term will be shown to be associated with the diamagnetic
and the second term with the paramagnetic susceptibility.

3. Algebra

It is useful to examine the algebraic properties of a quantity related to the second term of
equation (3):

χ ′
µλ = 1

Z

∫ β

0
dy Tr e−βHeyHOµe−yHOλ (4)

where the operatorsO are Hermitian. The operators may be cycled under the trace to give
Oµ at the end. If the variable of integration is changed tox = β − y the integral becomes
the same as that in equation (4) but withλ andµ interchanged. Henceχ ′ and the second
term of equation (3) are invariant under the interchange ofλ andµ. The complex conjugate
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of χ ′
µλ is obtained by reversing the order of the operators under the trace and taking their

adjoints. Since they are all Hermitian it follows thatχ ′∗
µλ = χ ′

λµ = χ ′
µλ and therefore that

χ ′ is real.
If either of the two operatorsO commutes withH then the exponentials cancel and

the integration may be done trivially to giveχ ′
µλ = 〈OµOλ〉T /kT , which is greater than or

equal to zero ifµ = λ. The same expression also holds if the temperature is much greater
than the upper eigenvalue of the Hamiltonian (if it is bounded) by taking only the first term
in the expansion of the exponential, but the structures of the correlation functions in the
numerators are different in the two cases. In the first there are only diagonal elements in
the correlation function as the eigenstates of one of the operators are the same as those of
the Hamiltonian; for the high temperature case there are also off-diagonal elements in the
correlation function.

Next we express the trace in equation (4) as a sum over the eigenstates|a〉 with energies
Ea of the operatorH and insert a sum

∑
b |b〉〈b| over the complete set of these states in

between the operatorsOλ and Oµ. The integrand is exp{y(Ea − Eb)} which may be
integrated to give

χ ′
µλ = 1

Z

∑
a,b

e−βEa − e−βEb

Eb − Ea

〈a|Oµ|b〉〈b|Oλ|a〉 (5)

whereZ = ∑
a exp{−βEa}. The term containing the energies is always greater than zero

because ifEb > Ea the first exponential is greater than the second andvice versa. If, in
addition,µ = λ then the product of the matrix elements is a perfect square and it follows
that χ ′

λλ > 0. It is shown in appendix A, by purely algebraic methods, that a further
inequality is valid, namelyχ ′

λλχ
′
µµ > χ ′2

µλ.
When the statesa and b are degenerate the denominator of equation (5) diverges.

However, this difficulty may be circumvented by taking the limit(e−βEa − e−βEb )/(Eb −
Ea) → βe−βEa as Ea → Eb. Equation (5) may then be arranged in a more familiar
form because whenEa = Eb the sums over the two exponents are the same witha andb

interchanged (apart from interchangingµ andλ) and (5) becomes

χ ′
µλ = 1

Z

∑
a

e−βEa

∑
b

{δEb,Ea
/kT + 2(1 − δEb,Ea

)/(Eb − Ea)} Re{〈a|Oµ|b〉〈b|Oλ|a〉}. (6)

The purpose of the Kronecker delta is to indicate that only terms withEb = Ea are to be
included in the first (Curie) term of equation (6) and only terms withEb 6= Ea in the second
(the Van Vleck [5] term). In other words the factor(1− δEb,Ea

)/(Eb − Ea) is definedto be
zero whenEb = Ea.

At zero temperature only the (non-degenerate) ground state|0〉 is thermally populated
and so

χ ′
µλ = 2

∑
b 6=0

Re{〈0|Oµ|b〉〈b|Oλ|0〉}
(Eb − E0)

. (7)

4. The second-order free energy is negative

Let the Hamiltonian operator of a system beH = H0+λV, where the eigenfunctions|a〉 and
energiesEa of the total HamiltonianH are known andV is an operator with strengthλ that
represents the interaction of the system with external fields. In cases where there is more
than one field the numberλ is taken to multiply all of them. The derivative∂H/∂λ = V.
From equation (2)∂F/∂λ = 〈V〉T where the ensemble averages are to be performed with
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the full Hamiltonian. The second derivative∂2F/∂λ2 is given by the second term only
of equation (3) because∂2H/∂λ2 = 0. By expanding the free energy in a Taylor series
F(λ + δλ) = F(λ) + δλ∂F/∂λ + (∂2F/∂λ2)δλ2/2 + · · · we get

F(λ + δλ) = F(λ) + 〈V〉T δλ − δλ2

2

∫ β

0
dy 〈eyHδVe−yHδV〉T + · · · (8a)

which may be expressed alternatively as

F(λ + δλ) = F(λ) + 〈V〉T δλ − δλ2

2Z

∑
a,b

e−βEa − e−βEb

Eb − Ea

|〈b|δV|a〉|2 + · · · . (8b)

Although the change in the free energy that is first order inV may be of either sign, the
second-order term is always negative, a result obtained by Peierls [6]. The result does not
depend uponλ being a small quantity.

5. Derivatives of the Hamiltonian

Consider a system of particles of chargee and massm, which are assumed for simplicity to
be the same, situated in a uniform externally applied magnetic fieldB(r) which arises from
the vector potentialA(r, R) = B×(r−R)/2, whereR is the origin of the vector potential.
A change ofR corresponds to making a gauge transformation [7]. The Hamiltonian operator
for one particle is

H1 = (p − eA)2/2m − e

2m
B · 2s −

∑
σ

Rσoσ + eφ(r) (9)

wherep = mv + eA is the canonical momentum,v is the velocity vector operator,r the
position operator ands is the spin. TheRσ are fields that couple to general operators
oσ of the system, for example for an electric fieldE this term would be−E · p where
p = er, andφ is a one particle potential. The total Hamiltonian consists of the sum of the
single-particle Hamiltonians plus the interaction between the particlesHint which does not
depend explicitly on the applied fields. The expansion of the orbital term gives two extra
terms,e2A2/2m and, from the result that divA = 0, −A · pe/m = −B · le/2m, where the
canonical orbital angular momentuml = (r − R) × p. The derivatives of the Hamiltonian
with respect to the fieldsRs is ∂H/∂Rσ = −Oσ , whereOσ = ∑

i o
i
σ , the sum of the

single-particle operators, for example the gradient ofH with respect to the electric field
would be∇EH = −∑

i pi , where∇E = x̂∂/∂Ex + ŷ∂/∂Ey + ẑ∂/∂Ez. The gradient with
respect to the vector magnetic fieldB is −∇BH = M = ∑

i m
i , where the single-particle

operatorm is

m = e

2m
(l + 2s) − e2

4m
(r − R) × (B × (r − R)). (10)

This expression may be verified by using the relationH1(A+δA)−H1(A) = −eδA · (v−
δAe/2m), the order of the operators being important and the chain rule for differentiation.

Equation (10) may be expressed in the formm = {(r − R) × mv + 2s}e/2m. But
(r − R) × ve/2 is simply the classical operator for the magnetic moment due to orbital
motion about pointR (se/m is that for the spin), and consequently we identifyM as the
operator for total magnetic moment [5]. A significant feature of equation (10) is that its
expectation value is gauge invariant. The operator(p − eA) is well known to be gauge
invariant [7]; the expectation value of theR dependent term−R × 〈v〉e/2 is zero because
〈v〉 is zero, a non-zero transport current being incompatible, by Maxwell’s equations, with
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a uniform magnetic field. Accordingly the expectation value ofm is independent ofR,
a change of which amounts to a change of gauge. Commonly, only the first term of
equation (10) is used as the magnetic moment operator, but we see that it is necessary to
use both terms to maintain gauge invariance. We note also that it isnot possible to express
the magnetic part of the Hamiltonian as−M · B because then the diamagnetic term would
not be given correctly.

The only second derivative of the Hamiltonian that is non-zero is that with respect to
the magnetic field. By using Cartesian components of the vectorr′ = r−R and the identity
r′ × (B × r′) = B(r′2) − r′(r′ · B) we write the second derivative in matrix form:

−∂2H
∂Bµ∂Bλ

= ∂Mλ

∂Bµ

= − e2

4m

∑
i

[
y ′2 + z′2 −x ′y ′ −x ′z′

−x ′y ′ z′2 + x ′2 −y ′z′

−x ′z′ −y ′z′ x ′2 + y ′2

]
(11)

whereλ and µ range throughx, y, z starting at the top left corner of the matrix and the
sum is over thei particles. All higher derivatives are zero.

It is necessary to say why it is possible to ignore the effect of gauge transformations,
specifically the dependence on the origin of the vector potential, in conventional treatments
of magnetism, i.e. those that consider only the first term of equation (10). It has been
shown elsewhere [8] that if the origin of vector potential is shifted by a distanceR then the
paramagnetic and diamagnetic moments, those coming from the first and second terms of
equation (10), respectively, have a contribution quadratic inR added and subtracted from
them. The sum, of course, remains constant. It follows that if the total magnetic moment
on one atomic site is calculated correctly by taking the origin of the vector potential to be at
its nucleus then it will have the same magnetic moment whatever its position in the lattice
with respect to the origin ofR.

6. Expansion of the free energy

As we have obtained explicit forms for the derivatives of the Hamiltonian we may expand
the free energy as a Taylor series in all the applied fieldsRσ as:

F(Rσ + δRσ , B + δB, etc) = F(Rσ , B, etc) + δF1 + δF2 + · · ·
whereδF1 = ∑

λ δλ(∂F/∂λ) andδF2 = ∑
µλ δµδλ(∂2F/∂µ∂λ)/2, whereµ andλ represent

the various fields. First we select fromδF1 all those terms that are linear in the fields. These
are

−
∑

σ

δRσ 〈Oσ 〉T − δB · 〈L + 2S〉T e/2m.

There is left over a term

+δB ·
〈 ∑

i

r′
i × (B × r′

i )

〉
T

e2/4m

that is bilinear inB which arises from the second term of equation (10). By explicitly
calculating the triple cross product in the ensemble average it is found that this may be
written as 〈( ∑

i

r′
i × {B × r′

i}
)

λ

〉
T

e2/4m =
∑

µ

χD
λµBµ

where the matrix of the coefficients is

χD
µλ = − e2

4m

〈 ∑
i

[
y ′2 + z′2 −x ′y ′ −x ′z′

−x ′y ′ z′2 + x ′2 −y ′z′

−x ′z′ −y ′z′ x ′2 + y ′2

] 〉
T

(12)
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and so the left over term is
∑

µλ χD
µλBµδBλ.

The terms inδF2 that are bilinear in the fields may be written as

δF2 = − 1
2

∑
µ,λ

{χµλδRµδRλ + χD
µλδBµδBλ}. (13)

The first term in this expression comes from the second term of equation (3) where

χµλ =
∫ β

0
dy 〈eyHδOµe−yHδOλ〉T . (14)

Rλ stands forBλ or a general field, andOλ = ∂H/∂Rλ is the operator that corresponds to
it. Oλ may beOσ or (L+ 2S); the diamagnetic second term in equation (10) will give rise
to terms that are of higher order in the fields and so do not appear here. The second term
in equation (13) comes from the first term of equation (10). Together with the diamagnetic
term that comes fromδF1 it is found that the diamagnetic contribution to the free energy
has the simple form− ∑

µλ χD
µλBµBλ/2 (see appendix B). Accordingly, to bilinear order in

the fields, the change of free energy is given by

F(Rµ + δRµ, Rλ + δRλ) − F(Rµ, Rλ) = −
∑

λ

δRλ〈Oλ〉T −
∑
µλ

χµλδRµδRλ/2 + δF D

(15)

where the change of free energy due to diamagnetismδF D is obtained from the expression
F D = − ∑

µλ χD
µλBµBλ/2. In the case where the〈Oλ〉T are linearly proportional to

the fields the free energy is given in appendix B as simplyF = − ∑
µλ χµλRµRλ/2 −∑

µλ χD
µλBµBλ/2, where theRµ include all the fields including the magnetic fieldsBµ

but the second term includes only the magnetic fields. With only magnetic fields present
the change in free energy will be proportional to(χµλ + χD

µλ), where the first term is the
paramagnetic term, and will, therefore, as shown in the next section, be independent of
gauge.

7. Susceptibilities

The change of the expectation value of an operatorOλ in response to the change of a
parameterµ of the Hamiltonian is described by the susceptibilityχµλ = ∂/∂µ〈Oλ〉T . The
differentiation may be performed in the same way as in obtaining equation (3) to give

χµλ =
∫ β

0
dy

〈
eyHδ

(
−∂H

∂µ

)
e−yHδOλ

〉
T

. (16)

Since−∂H/∂µ is given by the corresponding operatorOµ it is seen that the coefficients
χµλ in the expansion for the free energies in equation (13) are identical to the susceptibilities
∂/∂Rµ〈Oλ〉T . As these susceptibilities have the algebraic form shown in equation (4) they
have the properties derived previously of being real, symmetric inµ andλ, of having the
diagonal elements greater than zero and of obeying the inequalityχλλχµµ > χ2

µλ.
The expectation value of the magnetic moment operator of equation (10) may be

differentiated with respect toBµ to give

∂〈Mλ〉T
∂Bµ

= e

2m

∂〈Lλ + 2Sλ〉T
∂Bµ

− e2

4m

∂

∂Bµ

〈 ∑
i

(r′
i × {B × r′

i})λ
〉
T

(17)

or ∂〈Mλ〉T /∂Bµ = χµλ +χD
µλ the sum of the paramagnetic and diamagnetic susceptibilities

respectively. Since the magnetic moment of equation (10) is gauge invariant, the total
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susceptibility is gauge invariant too; the present proof of this result is more direct than
those given previously [5, 7] as it does not depend on any particular wavefunction basis set
or perturbation scheme. A cross term such as the magnetoelectric susceptibility is given
by replacing∂Bµ by ∂Eµ, it also has a paramagnetic and diamagnetic part, but only the
paramagnetic part is involved in the inequalities of appendix A.

8. Inequalities

The diamagnetic contribution to the free energyF D = −∑
µλ χD

µλBµBλ/2 of equation (15) is
a positivedefinite bilinear form because it arises from the terme2A2/2m in the Hamiltonian
which is always positive asA is real. Consider the contribution to this free energy
−χD

µµB2
µ/2 that arises from the presence of only one fieldBµ. If this is to be positive

it is required that the diagonal elements of the diamagnetic susceptibility must be negative;
equation (12) shows that this is the case. Consider next the contribution to the diamagnetic
free energy that arises from two fieldsBµ andBλ which is−(χD

µµB2
µ+χD

λλB
2
λ+2χD

µλBµBλ)/2.
The two cross coefficients are equal because they come from the second partial derivatives
of the Hamiltonian. This contribution to the free energy may be written in the algebraically
identical form

1

2


√

−χD
µµBµ − χD

µλ√
−χD

µµ

Bλ

2

− B2
λ(χ

D
λλ − χD2

µλ /χD
µµ)

 .

For this to be positive definite it is necessary, noting that the diagonal elements are
negative, forχD

λλχ
D
µµ > χD2

µλ . We demonstrate that the elements of the tensor have this
property. Consider, for example,χD

xxχ
D
yy − χD2

xy . From equation (12) this is proportional to
(〈z2〉T 〈r2〉T +〈x2〉T 〈y2〉T −〈xy〉2

T ). But 〈x2〉〈y2〉 > 〈xy〉2 by the Schwarz–Cauchy inequality
[9] so therefore the inequality involving the two susceptibilities is satisfied.

Next we consider the change in free energy that is due to those bilinear terms that are not
associated with diamagnetism. From equations (8) the second-order term in the free energy
is negative, therefore the term

∑
µλ χµλδRµδRλ in equation (15) must be apositivedefinite

bilinear form. Accordingly, by the arguments used above, thermodynamics requires that
χλλ > 0 andχλλχµµ > χ2

µλ. However, this has already been shown to be true for functions
having the form of equation (16) by the algebraic arguments in appendix A so it is verified
that the requirements of thermodynamics are satisfied. We see that the paramagnetic and
diamagnetic susceptibilities satisfy separate inequalities.

9. Applications of the inequalities

The inequalityχλλχµµ > χ2
µλ may be applied to the tensor properties of crystals. When

the paraelectric tensor, for example, is referred to the principal axes the off-diagonal
components vanish [10, 11], but when it is not referred to the principal axes the inequality
gives restrictions upon the measured components that must be satisfied. The inequality
gives an upper limit upon the magnetoelectric susceptibility in terms of the paraelectric and
paramagnetic susceptibilities. Brownet al [12] found that the magnetoelectric susceptibility
of known magnetoelectric substances is only 1% of the maximum permitted value. On the
other hand for a piezoelectric material, such as Rochelle salt, the ratio of the piezoelectric
coupling term to the square root of the product of the diagonal responses is 70% and for the
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magnetostrictive material Permindur it is 24% [13], so an order of magnitude improvement
in the cross response coefficients of such materials may not be expected.

Another application is the checking of microscopic theories that describe the physical
properties of materials. One such example is a mean field theory that describes the magnetic
susceptibility of metallic samarium materials on the basis of the interactions between the
ions that are the result of the indirect exchange interaction that is mediated by conduction
electrons. We merely sketch the argument here, greater detail is given elsewhere [14, 15].

In the tripositive rare earth ion samarium the orbitalL and spinS magnetic moments
of the 4f shell of the ion do not have the same proportionality to each other at different
temperatures because of the admixture of different multiplet levels. The mean field equations
that have been proposed to describe the linear response in the paramagnetic regime are [14]

−〈L + 2S〉T /µB = AMM B + AMS2Bex (18a)

−〈S〉T /µB = ASMB + ASS2Bex (18b)

whereB is the applied magnetic field and the exchange field is given by

Bex = −λ〈S〉T /µB + Bα/2.

The A parameters are susceptibilities that describe the response of the ion to these fields;
they are temperature dependent, going to zero at high temperature, and depend only on the
energy levels and wavefunctions of the ion, including crystal field effects. BecauseAMM

describes the response of the ionic magnetization to the magnetic field which couples to it,
it is a diagonal susceptibility and is positive, as isASS because the exchange field couples
to the spin. The quantityASM is an off-diagonal susceptibility and therefore satisfies the
inequality AMM ASS > A2

SM. The sum of the ionic magnetization and that induced in the
conduction electrons is−µB{〈L+2S〉T +α〈S〉T } = χB which defines the total susceptibility
χ (apart from the Pauli and diamagnetic terms) [14]. The quantitiesλ andα are molecular
field parameters which in principle may have any value andµB is the Bohr magneton. It is
straightforward to show that the total susceptibility given by this model is

χ

µ2
B

= AMM − A2
MS

ASS
+ (AMS + αASS)

2

ASS(1 − 2λASS)
. (19)

It is clear that this total susceptibility is always positive in the temperature region where
the expression for it is applicable. The sum of the first two terms is positive as shown
above, the numerator of the third is a perfect square,ASS(T ) is always positive and so the
third term is always positive if 1> 2λASS(T ). This defines a temperature below which the
susceptibility diverges and a phase transition occurs. The interacting susceptibility is always
positive above this temperature whatever the values of the molecular field parameters and
in this respect is valid thermodynamically.
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Appendix A

From equation (5) the quantityχ ′ is given by

χ ′
rs =

∑
a,b

f (a, b)〈a|R|b〉〈b|S|a〉 =
∑
a,b

f (a, b)(R′
ab + iR′′

ab)(S
′
ba + iS ′′

ba)
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wheref (a, b) = (e−βEa − e−βEb )/(Eb − Ea)Z and consequentlyf (a, b) = f (b, a), and
f (a, b) > 0. From the Hermiticity of the operatorsR andS it follows that R′

ab = R′
ba and

R′′
ab = −R′′

ba. The imaginary part ofχ ′ vanishes because the terms with(a, b) and (b, a)

cancel, therefore

χ ′
rs =

∑
a,b

f (a, b)(R′
abS

′
ab + R′′

abS
′′
ab) (A1)

whence it follows thatχ ′
rs = χ ′

sr and χ ′
rr > 0. We next prove thatχ ′

rrχ
′
ss > χ2

rs. This is
equivalent to proving that the quantityY > 0 whereY = χ ′

rrχ
′
ss − χ ′2

rs or

Y =
∑
abcd

f (a, b)f (c, d){(R′2
ab + R′′2

ab)(S
′2
cd + S ′′2

cd ) − (R′
abS

′
ab + R′′

abS
′′
ab)(R

′
cdS

′
cd + R′′

cdS
′′
cd)}.

(A2)

We note that the terms that exchangea with b or c with d are equal. Instead of (A2) we
take half the sum of the terms with indices in the orders(abcd) and(cdab) which gives

Y =
∑
abcd

f (a, b)f (c, d){(R′2
ab + R′′2

ab)(S
′2
cd + S ′′2

cd ) + (S ′2
ab + S ′′2

ab)(R
′2
cd + R′′2

cd )

−2(R′
abS

′
ab + R′′

abS
′′
ab)(R

′
cdS

′
cd + R′′

cdS
′′
cd)}/2. (A3)

It is readily verified that the terms in the curly brackets are equal to

(R′
abS

′
cd − R′

cdS
′
ab)

2 + (R′′
abS

′′
cd − R′′

cdS
′′
ab)

2 + (R′
abS

′′
cd − R′′

cdS
′
ab)

2 + (R′′
abS

′
cd − R′

cdS
′′
ab)

2.

Since this is the sum of perfect squares it follows thatY > 0 and the inequality is proved.

Appendix B

If a quantity F(Bµ, Bλ) has the purely bilinear form (with no linear terms)F =
− ∑

µλ χµλBµBλ/2 it follows that ∂F/∂λ = −∑
µ χµλBµ and ∂2F/∂µ∂λ = −χµλ.

Conversely if the relationship between the first and second derivatives of a function is
of this nature it follows that the function may be expressed in a purely bilinear form to this
order.
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